A green scheduling algorithm for the distributed flowshop problem
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ABSTRACT

In recent years, sustainable development and green manufacturing have attracted widespread attention to environmental problems becoming increasingly serious. Meanwhile, affected by the intensification of market competition and economic globalization, distributed manufacturing systems have become increasingly common. This paper addresses the energy-efficient scheduling of the distributed permutation flowshop (EEDPFSP) with the criteria of minimizing both total flow time and total energy consumption. Considering the distributed and multi-objective optimization complexity, an improved NSGA-II algorithm (INSGAII) is proposed. First, we analyze the problem-specific characteristics and designed new operators based on the knowledge of the problem. Second, four constructive heuristic algorithms are proposed to produce high-quality initial solutions. Third, inspired by the artificial bee colony algorithm, we propose a new colony generation method using the operators designed. Fourth, a local intensification is designed for exploiting better non-dominated solutions. The influence of parameter settings is investigated by experiments to determine the optimal parameter configuration of the INSGAII. Finally, a large number of computational tests and comparisons have been carried out to verify the effectiveness of the proposed INSGAII in solving EEDPFSP.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, green manufacturing to reduce environmental pollution and energy waste has attracted more and more attention from the world [1]. Therefore, it is extremely important to consider and measure energy conservation as an important content while studying traditional economic criteria such as makespan, total flow time, etc. Green scheduling has become a hot research topic [2]. Generally, the machine can work in multiple different states, and it is a better choice in the energy-saving state. The early research of green scheduling mainly studied when and which state the machine should be switched to [3]. However, the research on green scheduling is still very limited. Efficient methods, especially meta-heuristic methods for large-scale problems, are worth studying.

In this paper, an algorithm based on NSGAII, which is a very useful algorithm in the field of multi-objective evolution, is proposed to solve the energy-efficient distributed permutation flowshop scheduling problem (EEDPFSP) with the criteria to minimize the total flow time and total energy consumption. We summarize the main contributions as follows. (1) Four initialization algorithms based on problem-specific characteristics are proposed to produce good initial solutions. (2) Seven operators for solutions, including SpeedUp, RandSpeedUp, SpeedDown, RandSpeedDown, RightShift, Insert and Swap, are proposed and efficient search algorithms are designed based on these operators. (3) The new population generation method fused with problem characteristics and solution representation is designed. (4) A local intensification algorithm is designed to enhance the local search ability of the algorithm. Finally, a large number of numerical tests prove the effectiveness of the above design and the superiority of the algorithm proposed in this paper over KCA (Knowledge-Based Cooperative Algorithm) [4], CMA (Competitive Memetic Algorithm) [5], MOEA/D [6] and NSGAII [7] algorithms.

The remainder of this paper is organized as follows. Section 2 presents a literature review of related works. In Section 3, the EEDPFSP with total flowtime criterion is formulated. Section 4 presents the proposed and improved NSGAII for solving EEDPFSP in detail. We report the computational results and comparisons in Section 5 following the parameter setting. Finally, Section 6 provides the concluding remarks and suggests some future work.
2. Literature review

The widespread application of distributed manufacturing has attracted research on the distributed permutation flowshop scheduling problem (DPFSP) [8], which is a generalization of traditional permutation flowshop scheduling problem (PFSP). The DPFSP is more difficult and tricky than PFSP because it not only deals with the job sequence, but also determines the factory assignment [9]. Researchers have proposed various algorithms for solving DPFSP with different optimization objectives. The paper by Naderi and Ruiz [8] is the first paper on DPFSP research, in which the optimization objective is to minimize makespan. An effective hybrid immune algorithm (HIA) [10] was presented to solve the DPFSP. The effectiveness of the HIA was demonstrated by comparison with some existing heuristic algorithms and the variable neighborhood descent methods. A new tabu algorithm [11] was proposed for solving this DPFSP problem. From the intensive experiments, the proposed tabu algorithm outperforms all the existing algorithms including heuristic algorithms (i.e. NEH1, NEH2, VND (a) and VND (b)) and a hybrid genetic algorithm. Shih-Wei Lin et al. [12] presented a modified iterated greedy (MIG) algorithm for this problem to minimize the maximum completion time among all the factories. The computational results show that the good performance of the proposed MIG algorithm. Many scholars have proposed various solutions to DPFSP using various meta-heuristic algorithms, including genetic algorithm (GA) [13], estimation of distribution algorithm [14], competitive memetic algorithm (CMA) [5], scatter search algorithm [15], chemical reaction optimization [16], iterated greedy [17–20], discrete artificial bee colony [21,22], and so on. In addition, some scholars have conducted extensive research on different variants of DPFSP. The other variants of DPFSP with extensive and realistic production conditions include distributed no-wait flowshops [23,24], distributed no-idle flowshops [25,26], distributed hybrid flowshop [27,28], distributed blocking flowshops [29,30], distributed flowshop group scheduling problems [31] and so on.

However, the papers discussed in the previous paragraphs are all to minimize a single objective. Multi-objective optimization problems are very common in real life and are in a very important position. In practice, many problems are multi-objective optimization problems. Under normal circumstances, the sub-objectives of the multi-objective optimization problem are contradictory. The improvement of one sub-objective may cause performance degradation of another or several sub-objectives. In other words, it is impossible to achieve the optimal value of multiple sub-objectives simultaneously. However, only coordination and compromise can be carried out among them, so that each sub-objective is as optimized as possible. Similarly, many real-world flowshop scheduling problems are also multi-objective optimization problems, which should consider multiple conflicting objectives, such as makespan, earliness time, idle time, total flow time, and carbon emissions [32]. Based on MOEA/D, PH-MOEA/D was proposed to solve the hybrid flowshop scheduling lot-streaming problems, in which four objectives are minimized, namely the penalty caused by the average sojourn time, the energy consumption in the last stage, as well as the earliness and the tardiness values [33]. Based on analyzing some structural properties, an extended NEH insertion procedure with energy-saving capability was designed to optimize the makespan and carbon emissions at the same time [34]. Li and Ma proposed a novel multi-objective discrete artificial bee colony algorithm based on decomposition, to solve PFSP with the sequence-dependent setup times to minimize makespan and total flowtime [35]. An evolutionary multi-objective robust scheduling algorithm was proposed with consideration of machine breakdown [36]. A multi-objective discrete invasive weed optimization (MODIWO) algorithm was proposed to solve a multi-objective blocking flowshop scheduling problem (MOBFS) that minimizes the makespan and total tardiness simultaneously [37].

Some researchers have conducted on energy-efficient flowshop scheduling. Both mixed-integer linear programming and constraint programming model formulations were proposed for the energy-efficient bi-objective no-wait permutation flowshop scheduling problems (NWPFSPs) with the total tardiness and the total energy consumption minimization simultaneously [38]. The PFSP with two conflicting objectives, namely, total flowtime and total energy consumption (TEC) are studied [39]. An improved multi-objective evolutionary algorithm based on decomposition was proposed, which solves the energy-efficient PFSP with sequence-dependent setup time, in order to minimize the makespan as an economic objective and the energy consumption as a green objective [40]. An energy-aware multi-objective optimization algorithm (EA-MOA) is proposed to minimize the makespan and the energy consumptions for solving the hybrid flow shop (HFS) scheduling problem with the setup energy consumptions [41]. In a recent paper, Zhang et al. studied an energy-efficient hybrid flowshop scheduling problem, which considered machines with different energy usage rates, sequence-dependent setups, and machine-to-machine transportation operations [42].

However, there are still relatively few studies on multi-objective scheduling in DPFSP, and even less on the energy-efficient DPFSP (EEDPFSP). Deng and Wang propose a competitive memetic algorithm (CMA) with two populations to solve the DPFSP with the makespan and total tardiness criteria [43]. As far as we know, the EEDPFSP is only addressed in [4,5]. Based on some properties of the problem, a competitive memetic algorithm (CMA) was proposed to solve the DPFSP to minimize the makespan and carbon emissions [5]. A knowledge-based cooperative algorithm (KCA) was presented to solve the EEDPFSP with the criteria of minimizing both makespan and total energy consumption [4]. Based on the previously acquired knowledge, several excellent search mechanisms have been designed, including a cooperative initialization scheme, a cooperative search strategy and a knowledge-based local intensification, etc. More complicated than the DPFSP [5], the EEDPFSP contains three sub-problems, namely the factory allocation of each job, the job sequence in each factory and the speed selection of each operation. Speed selection expands the search space, thereby increasing the difficulty of the solution.

Through the discussion in the previous paragraphs, it can be seen that the DPFSP is a current research hotspot. A large number of heuristic algorithms and meta-heuristic algorithms have been proposed to solve the DPFSP and its variants. In addition, due to the ubiquity of multi-objective optimization problems in real life, some papers on multi-objective optimization of the DPFSP have appeared. However, there are very few papers on the energy-efficient DPFSP. In summary, the research on multi-objective optimization of energy-efficient distributed permutation flowshop scheduling problem is very important and urgent.

3. Problem description

3.1. Multi-objective optimization problem

In this subsection, the basic knowledge of multi-objective optimization problems (MOOP) is introduced. Without loss of generality, there are m objective functions and n-dimensional decision variables. A Multi-objective optimization problem can be described as: \[
\min f(x) = (f_1(x), f_2(x), \ldots, f_m(x)), \quad x \in \Omega
\]
where $x = (x_1, x_2, \ldots, x_n)$ is a decision variable in the decision space $\Omega$, $f(x)$ is the objective function which is composed of conflicting sub-objective functions such as $f_1, f_2, f_3$, etc.

Let $a$ and $b$ be two feasible solutions. The solution $a$ is said to dominate solution $b$ (denoted as $a \succ b$) if and only if $\forall l \in \{1, 2, \ldots, m\}, f_l(a) \leq f_l(b)$ and $\exists l' \in \{1, 2, \ldots, m\}, f_{l'}(a) < f_{l'}(b)$. A feasible solution $a$ is called a non-dominant solution, if there is no other feasible solution $a' \in \Omega$ which dominates $a$. All the non-dominated solutions form the Pareto optimal solutions set. The objective vectors corresponding to the solutions in the Pareto optimal set constitute the Pareto optimal front.

In many practical applications, the decision-makers can choose the final solution in the Pareto optimal solution set according to the nature of the specific problem. Therefore, the first step and the key to solving the multi-objective optimization problem is to find as many Pareto optimal solutions as possible. In addition, the purpose of multi-objective optimization is to obtain a non-dominated solution set with good diversity and proximity to the true Pareto optimal front.

### 3.2. Formulation of EEDPFSP with total flowtime criterion

The EEDPFSP problem can be described as follows. There is a set of $n$ jobs $N = \{1, 2, \ldots, n\}$ to be processed in a set of $f$ factories $F = \{1, 2, \ldots, f\}$. All the factories are identical and contain a flowshop with a set of $m$ machines $M = \{1, 2, \ldots, m\}$. Each job should be processed in any one of the $F$ factories. In addition, if a job is assigned to a certain factory, all its operations should be processed in this factory and cannot be transferred to the other factories. In each factory, all the jobs must be processed in the same route, that is, first on machine 1, then on machine 2, and so on, until machine $m$. For each machine, there are $s$ ($s = 1, \ldots, s$) different processing speeds. The speed of a machine cannot be changed when the processing of a job. The operation of job $i \in N$ on the machine $j \in M$ is denoted as $O_{ij}$. Each operation $O_{ij}$ has a standard processing time $t_{ij} > 0$. The actual processing time of $O_{ij}$ is $p_{ij} = t_{ij}/V_r$, when the operation $O_{ij}$ is processed at speed $V_r$. Once $O_{ij}$ is started, it must be performed without interruption. Regarding the processing speed, processing time, and energy consumption, there are the following assumptions. The higher the processing speed is, the shorter the processing time is and the more power the machine consumes. The machine cannot be shut down until all the tasks assigned to the factory have been completed. If no job is processed on machine $j$ (standby mode), the energy consumption per unit time is $SP_j$. All the jobs and machines are ready at time 0. At any time, no job can be processed on multiple machines, and no machine can process more than one job. Finally, the problem is to determine the assignment of jobs to factories, the sequences of the jobs in each factory, and the processing speed of each job on the machines, so as to minimize the total flow time and energy consumption of all the jobs.

The Indices, Parameters and Decision Variables used in this paper are listed in Table 1.

The mathematical model of the EEDNPSF is formulated as follows.

Minimise \[ \min \left( T \text{FT}, T \text{EC} \right) \] (2)

Subject to.

\[ \sum_{i=1}^{n} \sum_{j=1}^{F} x_{i,j,f} = 1, \forall i \] (3)

\[ \sum_{i=1}^{n} \sum_{j=1}^{F} x_{i,j,f} \leq 1, \forall i \] (4)

\[ \sum_{i=1}^{s} z_{i,j,v} = 1, \forall i, j \] (5)

\[ p_{ij} = t_{ij} \sum_{i=1}^{s} z_{i,j,v}, \forall i, j \] (6)

\[ C_{i,j,f} = \sum_{l=1}^{n} x_{i,l,f} \cdot p_{ij}, l = 1, j = 1, \forall f \] (7)

\[ C_{i,j,f} \geq C_{i-1,j,f} + \sum_{l=1}^{n} x_{i,l,f} \cdot p_{ij}, \forall i > 1, j, f \] (8)

\[ PEC_{f,j} = \sum_{i=1}^{n} \sum_{j=1}^{s} \left( x_{i,j,f} \cdot p_{ij} \cdot \sum_{i=1}^{s} z_{i,j,v} \cdot PP_{f,j} \right), \forall f, j \] (9)

\[ SEC_{f,j} = (C_{m,j,f} - C_{i,j,f}) - \sum_{i=2}^{n} p_{ij} \cdot \sum_{i=1}^{s} x_{i,j,f} \cdot SP_{j,f}, \forall f, j \] (10)

\[ TEC = \sum_{f=1}^{F} \sum_{j=1}^{m} (PEC_{f,j} + SEC_{f,j}) \] (11)

\[ TFT(f) = \sum_{i=1}^{n} C_{m,j,f} \] (12)

\[ TFT = \sum_{f=1}^{F} TFT(f) \] (13)

\[ x_{i,j,f} \in [0, 1], \forall i, j, f \] (14)

\[ z_{i,j,v} \in [0, 1], \forall i, j, v \] (15)

\[ C_{i,j,f} \geq 0, \forall i, j, f \] (16)

\[ C_{i,0,f} = 0 \] (17)

Constraint set (3) implies that each job must be assigned to one and only one factory, and occupy only one position in the assigned flowshop. Constraint (4) ensures that at most one job is placed in each position. Constraint set (5) is the restriction that each operation $O_{ij}$ can be processed at one speed. The actual processing time of operation $O_{ij}$ can be obtained by (6). Please note that $C_{i,0,f}$ represents the completion time of the $i$th job on the $0$th machine on the $f$th factory, so $C_{i,0,f} = 0$. All the jobs and machines are ready at time 0. The completion time of the first job in factory $f$ on the first machine can be calculated by (7). Constraint (8) describes the relations of the completion time of a job on adjacent machines. The processing of a job on each machine can only start when the processing of the same job on the previous machine is finished. Constraint (9) describes the completion time of adjacent jobs on the same machine. Each job can start only after the previous job assigned to the same machine at the same factory is completed. When machine $j$ in factory $f$ is operating in processing mode and standby mode, the total energy consumption is defined as (10) and (11), respectively. The total energy consumption of a schedule is defined as (12). The total flow time of factory $f$ is defined as (13). The total flow time objective of the schedule is defined as (14). Constraint sets (15)-(17) give the value ranges of all the variables, where binary variable $x_{i,j,f}$ represents the factory assignment for each job and the job sequence in each factory and $z_{i,j,v}$ gives the speed choice of each operation.
which is denoted as $\Pi$. Wang and Wang [4] is used in this article. A set of every job on each machine. The encoding scheme proposed by job processing sequence in each factory, and processing speed of each machine at unit time in factory $f$. $\pi_{i,j}$ Operation of job $i$ on machine $j$. $t_i$ The standard processing time of $\pi_{i,j}$. $p_{i,j}$ The actual processing time of $\pi_{i,j}$. $PP_{i,j,v}$ The energy consumption per unit time of machine $f$ running at speed $v$. $SP_{f,j}$ The energy consumption of the machine $j$ at stand-by mode per unit time in factory $f$. $PEC_{f,j,i}$ Continuous variable for TEC when machine $j$ runs at processing mode in factory $f$. $SEC_{f,j,i}$ Continuous variable for TEC when machine $j$ runs at stand-by mode in factory $f$. $TEC$ Continuous variable TEC $\xi_{l,f}$ Continuous variable for the completion time of position $l$ on machine $j$ in factory $f$. $TFT(f)$ Continuous variable for the total flowtime of factory $f$. $TFT$ The total flowtime of the schedule. $s_{i,f}$ Binary variable that takes value 1 if job $i$ occupies position $l$ in factory $f$, and 0 otherwise. $z_{i,f,v}$ Binary variable that takes value 1 if job $i$ is processed on machine $j$ at speed $v$, and 0 otherwise.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Indices, parameters and decision variables.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>The number of jobs to be processed.</td>
</tr>
<tr>
<td>$m$</td>
<td>The number of machines in each factory.</td>
</tr>
<tr>
<td>$F$</td>
<td>The number of factories.</td>
</tr>
<tr>
<td>$s$</td>
<td>The number of processing speeds.</td>
</tr>
<tr>
<td>$i$</td>
<td>Index for jobs, $i \in {1, \ldots, n}$.</td>
</tr>
<tr>
<td>$l$</td>
<td>Job positions in a sequence, $l \in {1, \ldots, n}$.</td>
</tr>
<tr>
<td>$j$</td>
<td>Index for machines, $j \in {1, \ldots, m}$.</td>
</tr>
<tr>
<td>$f$</td>
<td>Index for factories, $f \in {1, \ldots, F}$.</td>
</tr>
<tr>
<td>$v$</td>
<td>Index for speeds, $v \in {1, \ldots, s}$.</td>
</tr>
<tr>
<td>$V_{f,i}$</td>
<td>The $v$th processing speed and $V_{1} &lt; V_{2} &lt; \ldots &lt; V_{s}$.</td>
</tr>
<tr>
<td>$\Omega_{i,j}$</td>
<td>Operation of job $i$ on machine $j$.</td>
</tr>
<tr>
<td>$t_{i}$</td>
<td>The standard processing time of $\pi_{i,j}$.</td>
</tr>
<tr>
<td>$p_{i,j}$</td>
<td>The actual processing time of $\pi_{i,j}$.</td>
</tr>
<tr>
<td>$PP_{i,j,v}$</td>
<td>The energy consumption per unit time of machine $f$ running at speed $v$.</td>
</tr>
<tr>
<td>$SP_{f,j}$</td>
<td>The energy consumption of the machine $j$ at stand-by mode per unit time in factory $f$.</td>
</tr>
<tr>
<td>$PEC_{f,j,i}$</td>
<td>Continuous variable for TEC when machine $j$ runs at processing mode in factory $f$.</td>
</tr>
<tr>
<td>$SEC_{f,j,i}$</td>
<td>Continuous variable for TEC when machine $j$ runs at stand-by mode in factory $f$.</td>
</tr>
<tr>
<td>$TEC$</td>
<td>Continuous variable TEC</td>
</tr>
<tr>
<td>$\xi_{l,f}$</td>
<td>Continuous variable for the completion time of position $l$ on machine $j$ in factory $f$.</td>
</tr>
<tr>
<td>$TFT(f)$</td>
<td>Continuous variable for the total flowtime of factory $f$.</td>
</tr>
<tr>
<td>$TFT$</td>
<td>The total flowtime of the schedule.</td>
</tr>
<tr>
<td>$s_{i,f}$</td>
<td>Binary variable that takes value 1 if job $i$ occupies position $l$ in factory $f$, and 0 otherwise.</td>
</tr>
<tr>
<td>$z_{i,f,v}$</td>
<td>Binary variable that takes value 1 if job $i$ is processed on machine $j$ at speed $v$, and 0 otherwise.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Example for objectives calculation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$PP_{i,j,v}$</td>
<td>$v = 1$</td>
</tr>
<tr>
<td>$v = 2$</td>
<td>20</td>
</tr>
<tr>
<td>$SP_{f,j}$</td>
<td>$i = 1$</td>
</tr>
<tr>
<td>$i = 2$</td>
<td>2</td>
</tr>
<tr>
<td>$i = 3$</td>
<td>4</td>
</tr>
<tr>
<td>$i = 4$</td>
<td>4</td>
</tr>
<tr>
<td>$i = 5$</td>
<td>4</td>
</tr>
<tr>
<td>$i = 6$</td>
<td>3</td>
</tr>
</tbody>
</table>

3.3. Encoding and objective calculation

It is an important issue to decide how to represent a solution when designing effective algorithms for solving EEDPFSP. As described earlier in this article, the solution of the problem should include three parts, i.e., the assignment of jobs to factories, the job processing sequence in each factory, and processing speed of every job on each machine. The encoding scheme proposed by Wang and Wang [4] is used in this article. A set of $F$ sequences, which is denoted as $\Pi = (\pi_{1}, \pi_{2}, \ldots, \pi_{F})$, is used to represent the job processing sequence in each factory. Each one includes a string of numbers that represents a permutation of the jobs assigned to the factory. Let $V = (v_{i,j})_{n \times n}$ denote the speed matrix, where $v_{i,j}$ is the processing speed of $\pi_{i,j}$. In this case, a solution can be represented as $sol = (\Pi, V) = (\pi_{1}, \pi_{2}, \ldots, \pi_{F}; V)$, where $\pi_{f} = (\pi_{f1}, \pi_{f2}, \ldots, \pi_{fn_{f}}), f = 1, 2, \ldots, F$ is a sequence related to factory $f$, and $n_{f}$ is the total number of jobs assigned to factory $f$.

Consider an example with two factories and six jobs. The two factories are identical and each has three machines with two different speeds. The standard processing times, the power consumption of each machine run at each speed and at stand-by mode are given in Table 2.

Consider a solution $\Pi = \{\pi_{1}, \pi_{2}; V\} = \{(5, 2, 1), (4, 3, 6); V\}$ and speed setting

$$V = \begin{bmatrix} 1 & 1 & 1 & 2 & 2 & 1 \\ 1 & 2 & 2 & 2 & 2 & 2 \\ 2 & 1 & 2 & 1 & 2 & 2 \end{bmatrix}$$

The Jobs 5, 2 and 1 are processed in order in factory 1. The real processing time of job 5 on machine 1 is $p_{5,1} = t_{5,1}/v_{5,1} = 4/2 = 2$. In the same way, we can get: $p_{5,2} = 1, p_{5,3} = 3, p_{2,1} = 2, p_{2,2} = 1, p_{2,3} = 2, p_{1,1} = 4, p_{1,2} = 2, p_{1,3} = 1$. The Gantt chart for the given solution is shown in Fig. 1. $C(5) = 6, C(2) = 8, C(1) = 11$. The total flow time of factory 1 is 25, $PEC_{1,1} = 2 \times 20 + 2 \times 5 + 4 \times 5 = 70, PEC_{1,2} = 1 \times 16 + 1 \times 16 + 2 \times 4 = 40, PEC_{1,3} = 3 \times 20 + 2 \times 5 + 1 \times 20 = 90, SEC_{1,1} = 0, SEC_{1,2} = 4 \times 2 = 8, SEC_{1,3} = 2 \times 1 = 2$. The total energy consumption of factory 1 is 210. In factory 2, $C(4) = 9, C(3) = 12, C(6) = 14$. The total flow time of factory 2 is 35, $PEC_{2,1} = 2 \times 20 + 4 \times 5 + 3 \times 5 = 75, PEC_{2,2} = 2 \times 16 + 2 \times 16 + 3 \times 16 = 112, PEC_{2,3} = 5 \times 5 + 3 \times 20 + 2 \times 20 = 120, SEC_{2,1} = 0, SEC_{2,2} = 3 \times 2 = 6, SEC_{2,3} = 0$. It can be concluded that the total energy consumption of factory 2 is 313. Finally, the total flow time and the energy consumption of the example instance is 60 and 523, respectively.

3.4. Operators

We designed the following operation operator.

(a) SpeedUp$(f)$: In factory $f$, if there is idle time before a critical operation $O_{i,j-1}$, increase the speed of $O_{i,j-1}$ and then left-shift all the operations processed after $O_{i,j-1}$ correspondingly. The critical path in one factory of a certain schedule is shown in Fig. 1(a). The jobs and operations in the critical path are called critical jobs and critical operations, respectively. This operator can reduce the total flow time, but it may lead to an increase in the energy consumption. An example is shown in Fig. 2(a). The jobs with speed changed are shaded. Because there is idle time before the critical operation $O_{1,2}$, the total flow time can be reduced by speeding up the operation $O_{1,1}$.

(b) RandSpeedUp$(f)$: In factory $f$, the processing speed of each job is randomly increased. Like the previous operator, this operator can reduce the total flow time, but it will increase the
energy consumption. In Fig. 2(b), the speed of the operation $O_{2,3}$ is increased, which leads to a reduction in total flow time and an increase in energy consumption.

(c) SpeedDown($f$): For the noncritical path in factory $f$, decrease the speeds of all the noncritical operations (except the operations on the last machine) as slow as possible without increasing total flow time. This operator can reduce the energy consumption while keeping the total flow time constant. In Fig. 2(c), the speed of $O_{2,3}$ is reduced, thereby reducing energy consumption.

(d) RandSpeedDown($f$): In factory $f$, the processing speed of each job is randomly decreased. This operator can reduce the energy consumption, but it will increase the total flow time. An example is shown in Fig. 2(d) where the speed of $O_{1,3}$ is reduced.

(e) RightShift($f$): In factory $f$, the jobs on the non-critical path are shifted to the right. The operator postpones the turn-on time of the machines, thereby reducing energy consumption, but will increase the total flow time. In Fig. 2(e), the jobs 5 and 1 are shifted to the right, thereby postponing the turn-on time of the machines 2 and 3.

As shown in Fig. 3(a), Job1 and Job2 are processed on the same machine. There is the idle time between Job1 and Job2, which is denoted as $\Delta T$. The speed of Job1 is $v_1$. There are two improvements proposals to reduce energy consumption. The first one is shown in Fig. 3(b), reducing the speed. The second is shown in Fig. 3(c), where Job1 is shifted to the right while keeping the speed unchanged. According to the setting in the literature [4], $PP_j,v = 4 \times v^2$ kW and $SP_j = 1$ kW.

The standard processing time of Job1 is denoted as $T_0$, then the actual processing time $T_0/v_1 = T$. In Fig. 3(b), the speed of Job1 is set to $v_2$ ($v_1 > v_2$). At the same time, it is assumed that processing with $v_2$ just fills up the idle time. That is, $T_0/v_2 = T + \Delta T$.

The energy consumption in Fig. 3(a)-(c) is calculated as follows.

$$E_a = PP_{j,v_1} \times T + SP_j \times \Delta T = 4 \times v_1^2 \times T + \Delta T = 4 \times \frac{T_0^2}{T} \times T + \Delta T = 4 \times T_0^2 + \Delta T.$$

$$E_b = PP_{j,v_2} \times (T + \Delta T) = 4 \times v_2^2 \times (T + \Delta T) = 4 \times \left(\frac{T_0}{T + \Delta T}\right)^2 \times (T + \Delta T) = 4 \times \frac{T_0^2}{T + \Delta T} + \Delta T.$$

$$E_c = PP_{j,v_1} \times T = 4 \times v_1^2 \times T = 4 \times \left(\frac{T_0}{T}\right)^2 \times T = 4 \times \frac{T_0^2}{T}.$$

Then, $E_b < E_c < E_a$.

Finally, it is concluded that decreasing speed has priority over shifting right for reducing energy consumption.

All the above operators operate on the processing speed of every job on each machine. The following two operation operators are used to adjust the assignment of jobs to factories and the job processing sequence in each factory.
(f) Insert: This operator extracts a job from a factory, and then inserts it into a certain position of a factory. Please note that the factory for extracting job and the factory for inserting can be the same factory. Fig. 4(a) and (b) show the Gantt chart in factory 1 and 2 after the insertion which removes job 1 and insert it to factory 2.

(g) Swap: This operator selects a job and exchanges it with another job. The two jobs exchanged can be selected from the same factory or from two different factories. Fig. 4(c) and (d) show the Gantt chart in factory 1 and 2 after swapping jobs 2 and 3.

4. Improved NSGAII algorithm

4.1. Basic NSGAII

NSGAII is one of the most superior multi-objective evolutionary optimization algorithms [7]. Fig. 5 shows the pseudo-code of the basic NSGAII algorithm.

NSGAII was originally used to solve the optimization problem of continuous functions. Fewer pieces of literature were using NSGAII to solve the DPFSP. Therefore, besides the coding method and operators, it is necessary to design corresponding improvement strategies according to the characteristics of the DPFSP. These improvement strategies will be described in detail in the following sections.

4.2. Flowchart of the proposed algorithm

The flowchart of our proposed algorithm is illustrated in Fig. 6. We have made some improvements to the basic NSGAII. The improvement for the EEDPFSP is represented in the form of shading, which includes initialization, makenewpop, local intensification.

4.3. Initializing population

Our algorithm, INSAGII, starts from a population of PS initial solutions. The quality of the initial solutions has a direct impact on the performance of the whole algorithm. A good initial population will speed up the algorithm convergence. If there is an initial solution that minimizes one of the objectives in the population, the solution will tend to the optimal solution at a faster rate during evolution. For PFSP, the NEH heuristic algorithm [44] is the most effective algorithm, and has been widely used. The basic idea of NEH is that jobs with more total processing time (i.e., the sum of the processing time on all the machines) should be earlier processed. Firstly, a temporary job sequence is generated by sorting the total processing time of all the jobs in the descending order. Then, by continuously performing the insertion operation, a scheduling sequence that minimizes the value of a certain objective function is output. Based on the NEH algorithm, we propose 4 initial solution generation algorithms suitable for the characteristics of the problem in this paper.
The first heuristic algorithm is named MaxSMinTFT, whose pseudocode is shown in Fig. 7. The general idea is to minimize the total flow time. First of all, all the jobs are processed at maximum speed to obtain the minimum processing time. Then, a job permutation is generated by sorting jobs according to the total actual processing time $T_i = \sum_j p_{ij}$ in a descendant order. The jobs in the permutation are taken out one by one and inserted into the position of the factory that can lead to the minimum increase of total flow time. Then SpeedDown($f$) operator is executed for each factory $f$ to reduce the energy consumption while keeping the total flow time unchanged.

The second heuristic algorithm is named MinSMinTEC, which has the same frameworks as MaxSMinTFT except for the following different points. First, all the speeds are set to the minimum value. Then, when inserting jobs in factories, the goal is to minimize energy consumption. Finally, the operator RightShift($f$) for each factory $f$ is used to further reduce energy consumption. The pseudo-code for MinSMinTEC is shown in Fig. 8.

The third initialization method is named RandSMinTFT, where all the speeds of jobs are randomly generated. The other steps are the same as MaxSMinTFT. The fourth initialization method is named RandSMinTEC, in which all the speeds of jobs are randomly generated. The other steps are the same as MinSMinTEC.

The above heuristics generate 4 solutions. The remaining PS−4 solutions are randomly generated. The processing speed of each job on each machine is randomly generated. In addition, the jobs are randomly assigned to the factory for processing, and it is guaranteed that a factory has at least one job. In this way, we obtain an initial population with a high level of quality and diversity.

In addition, a Pareto Archive (PA) is used to record the non-dominant solutions for exploration and updated with the following rules. If a new solution is dominated by any solution in PA, it is not updated; otherwise, all the solutions dominated by the new solution in the PA are removed, and the new solution enters the PA. The pseudo-code of the update process is shown in Fig. 9. The newly generated PS solutions will be updated to PA.

### 4.4. Generate the next generation—makenewpop

Because the representation of the solution to our problem is different from the NSGAII source paper, we cannot directly use the method from NSGAII to generate the next generation. We need to design new generation methods for the next generation. We generate the next generation inspired by the discrete artificial bee colony algorithm [21]. We first design methods of generating a new individual, and then discuss how to generate the next generation.

#### 4.4.1. Methods of generating a new individual

We design three individual generation methods, namely Insertion-based New-individual Generation Method (INGM), Swap-based New-individual Generation Method (SNM), and
Hybrid-based New-individual Generation Method (HNGM), for generating new solutions in the neighborhood of an old solution.

(a) Insertion-based New-individual Generation Method (INGM)

The EEDPFSP in this article is a bi-objectives optimization problem. When a new individual is generated, an objective is randomly selected for optimization.

If the objective of the optimization is the total flow time, then select the factory with the largest total flow time (marked as $f_{TFT}$) for operation. Repeat the following process until a new solution dominates the current solution or half of the jobs in $f_{TFT}$ have been tried. Randomly select a job in factory $f_{TFT}$, and then insert this job into all the positions in all the factories. Then the speeds of jobs in the two factories ($f_{TFT}$ and the factory which the job inserted into) are randomly reduced, and then the speed of the jobs on the critical path of the two factories is increased. At this time, a new solution is obtained. If the new solution and the old solution do not dominate each other, update the newly obtained solution to PA.

If the total energy consumption is selected as the objective of optimization, then select the factory with the largest total energy consumption (marked as $f_{TEC}$) for operation. Repeat the following process until a new solution dominates the current solution or half of the jobs in $f_{TEC}$ have been tried. Randomly select a job in factory $f_{TEC}$, and then insert this job into all the positions in all the factories. Then, three operators RandSpeedDown, SpeedDown and RightShift are used in the two factories ($f_{TEC}$ and the factory which the job inserted into) to adjust the speeds of jobs to reduce energy consumption. And now, a new solution is obtained. If the new solution and the old solution do not dominate each other, update the newly obtained solution to PA.

(b) Swap-based New-individual Generation Method (SNGM)

SNGM and INGM are very similar. The difference is that the swap operation replaces the insert operation. The pseudo-code of SNGM is shown in Fig. 11.

(c) The Hybrid-based New-individual Generation method (HNGM)

The HNGM chooses the INGM with 50% probability, and the SNGM with another 50% probability.

4.4.2. The generation method of the next generation

Specifically, the method of employed bees and onlooker bees in the discrete artificial bee colony algorithm proposed by Pan [21] to generate the next generation $Q$. An employed bee randomly generates a neighboring solution for each solution in the population using the three methods described above: INGM, SNGM, and HNGM. There are two strategies for the onlooker bees. Firstly, the onlooker bee selects solutions from the population $P$ to further explore. Secondly, we choose a solution for an onlooker from the solutions generated by the employed bees using the binary tournament selection. After the selection, the onlookers utilize the INGM, SNGM, and HNGM to produce neighboring solutions.

The pseudo of the generation method of the next generation which is named makenewpop is shown in Fig. 12. In this pseudocode, the current population is $P$, and sol(i) is the $i$th individual of $P$. The final population of individuals generated is defined as $Q$.

It should be noted that the number of individuals in $Q$ is 2*PS. In our new algorithm, $R = Q$ instead of $R = P + Q$. Therefore, the number of individuals in $R$ is 2*PS.

4.5. Local intensification

As we all know, local intensification helps evolutionary algorithms to improve the performance of solving complex problems [4]. The local intensification is also used in our INSGAII algorithm. In our Local Intensification shown in Fig. 13, a job is extracted from the current solution sol and reinserted to all

Algorithm MaxSMinTEC

```
1: $p_{ij} = v_{ij}$ for all $i, j$; //Set all speeds to minimum;
2: $c_{ij} = t_{ij}$ for all $i, j$; //Compute the actual process time for each job on each machine;
3: Compute $T_i = \sum p_{ij}$ for each job $i \in N$;
4: Generate job permutation $\lambda = (\lambda_1, \lambda_2, ..., \lambda_N)$ according to non-descending order of $T_i$;
5: $\pi = (\pi_1, \pi_2, ..., \pi_N)$, where $\pi_k = (\lambda_k), k = 1, 2, ..., f$;
6: Remove jobs $\lambda_1, \lambda_2, ..., \lambda_f$ from $\lambda$;
7: While sizeof($\lambda$) do //NEH enumeration procedure
8: Extract the first job $j$ from $\lambda$;
9: for $k = 1$ to $f$ do
10: Test job $j$ at all the possible positions of $\pi_k$;
11: $\Delta_k :=$ minimum increase of total energy consumption;
12: $\xi_k :=$ position resulting in $\Delta_k$;
13: end for
14: $k^* := \arg \min (\Delta_k)$;
15: Insert job $j$ at position $\xi_k^*$ of $\pi_k$;
16: endwhile
17: RightShift($f$), $\forall f$
18: return sol = ($\pi_1, \pi_2, ..., \pi_f$;
```

Fig. 8. The MinSMinTEC Heuristic algorithm.

Algorithm UpdatetoArchive(newSol)

```
1: for each solution in PA do
2: if solution > newSol do return
3: end for
4: for each solution in PA do
5: if newSol > solution remove solution
6: end for
7: add newSol to PA
```

Fig. 9. The Update to Archive procedure.
the possible positions in any of the factories. Simultaneously, the speed is adjusted to get a better total flow time or total energy consumption. If the best solution among the neighboring solutions generated is better than the current solution, the current solution is replaced with the best neighboring solution. The process is repeated until all the jobs are considered and no improvement is found. In our INSGAII, we do not perform the local intensification to every solution found since it is very time-consuming. After sorting according to non-domination on the population $R$, the best non-dominated set $F^1$ is obtained. In each iteration, we perform the local intensification to the solution randomly selected from $F^1$.

5. Numerical results and comparisons

5.1. Experimental setting

In the experiments and comparisons, 600 instances are used to test the performance of our algorithm. Following [4,5], we set $F = \{2, 3, 4, 5\}$, $n = \{20, 40, 60, 80, 100\}$, and $m = \{4, 8, 16\}$. For each combination of $F$, $n$, $m$, there are ten instances. So, the number of instances is $4 \times 5 \times 3 \times 10 = 600$. The standard processing time $t_{ij}$ is generated uniformly within range [5,50] and the processing speed $v$ can be set as $\{1, 1.3, 1.55, 1.75, 2.10\}$. The Energy Consumption is set as $PP_{j,v} = 4 \times v^2$ kW and $SP_j = 1$ kW.

The INSGAII is coded in C++ and all the instances are run on a PC with an Intel (R) Core(TM) i7-4790 CPU@3.60 GHz with 8.00 GB RAM in the Microsoft Windows 10 Operation System. In the following experiments, the termination criterion is set as $0.5 \times n$ s CPU time [4,5].

The EEDPSP discussed in this article is a multi-objective optimization problem. The following four metrics [1] are used to evaluate the Pareto set obtained. To eradicate the dimension influence of metric values, a normalization method is employed in the following S-metric and D-metric.

(a) $N$-metric (Number of non-dominated solutions): It counts the number of the non-dominated solutions in the obtained Pareto archive $E$, denoted as $|E|_N$.

(b) $C$-metric (Set coverage): It measures the dominance relationship between solutions in two Pareto archives $E_1$ and $E_2$. $C(E_1, E_2)$ is calculated as follows, which reflects the percentage of the solutions in $E_2$ that are dominated by or the same as the solutions in $E_1$:

$$C(E_1, E_2) = \frac{\sum |\{a \in E_1 | \exists b \in E_2 | a \succ b or a = b\}|}{|E_1|}$$

(c) $S$-metric (Spread): This metric is a distribution indicator, which can measure the diversity and distribution quality of the
solution set. It can be defined as:

\[
S(A, \text{PF}^*) = \frac{\sum_{j=1}^{m} d_j^2 + \sum_{i=1}^{\vert A \vert} \vert d_i - \overline{d} \vert}{\sum_{j=1}^{m} d_j^2 + \vert A \vert \cdot \overline{d}}
\]  \tag{19}

In the (19), A is the Pareto Front obtained by an algorithm, PF* is the true PF. \( d \) is the Euclidean distance between the 1th solution and its closest solution in A, \( \overline{d} \) is the mean of all the \( d_i \), \( \vert A \vert \) is the number of members in A, and \( m \) is the number of objectives. \( d_j \) indicates the Euclidean distance between the extreme solution in terms of the \( j \)-th objective in A and the corresponding extreme solution in PF*. For this metric, a lower value is expected. A smaller value indicates a more uniform distribution along the PF. Since the true PF is unknown, in the actual calculations, PF* is the non-dominated subset of all non-dominated solutions found by all algorithms.

(d). D-metric (Inverse Generational Distance): This indicator is a comprehensive metric that can measure the diversity and convergence of the solution set, which can be obtained by:

\[
D(A, \text{PF}^*) = \frac{\sum_{v \in \text{PF}^*(v, A)}}{|\text{PF}^*|}
\]  \tag{20}

---

**Algorithm** SNGM(sol)

1: sol\(^1\) = sol; direction = rand()\%2;
2: if direction = 0 do \( f_0 = f_{PF}^* \);
3: else \( f_0 = f_{\text{rec}} \);
4: end
5: JobsTried = \( \emptyset \);
6: while sizeof(JobsTried) < sizeof(\( \pi \)) \(/ 2 \) do
7: randomly select one job \( j \) from (\( \pi \) - JobsTried);
8: add job \( j \) to JobsTried;
9: for \( f = 1 \) to \( F \) do
10: for \( l = 1 \) to \( t \) do
11: swap the job \( j \) and the job \( k \) in the position \( l \) of the factory \( f \);
12: if direction == 0 do
13: RandSpeedUp(l, f\( 0 \)); SpeedUp(l, f\( 0 \)); RandSpeedUp(l, f);
14: else
15: RandSpeedDown(l, f\( 0 \)); SpeedDown(l, f\( 0 \)); RightShift(l, f\( 0 \));
16: RandSpeedDown(l, f); SpeedDown(l, f); RightShift(l, f);
17: end
18: if (sol\(^1\) > sol) do
19: return sol\(^1\);
20: elseif(sol > sol\(^1\))
21: UpdateToArchive(sol\(^1\))
22: end
23: swap the two jobs \( (j, k) \) and restore their original positions;
24: end
25: endwhile
26: return sol

Fig. 11. The SNGM procedure.

**Algorithm** makenewpop(PS, \( \Xi \), \( \omega \))

1: for \( i = 1 \) to \( PS \) do \( // \) employed bees phase
2: sol’(i) = neighbor of sol(i) generated by operator \( \Xi \);
3: put sol’(i) into \( X’ \);
4: endfor
5: for \( i = 1 \) to \( PS \) do \( // \) onlooker bees phase
6: if \( \omega == 0 \) do
7: sol’’(i) = solution selected from \( P \) using tournament selection;
8: else
9: sol’’(i) = solution selected from \( X’ \) using tournament selection;
10: endif
11: sol’’(i) = neighbor of sol’’ generated by operator \( \Xi \);
12: put sol’’(i) into \( X’’ \);
13: endif
14: \( Q = X’ \cup X’’ \);
15: return \( Q \)

Fig. 12. The makenewpop procedure.
5.2. Parameter setting

The INSGAII contains three key parameters: (1) population size ($PS$); (2) Methods of generating a new individual ($Ξ$); and (3) the operator type for onlooker bees ($ω$). For these three parameters, we first determine the general scope of them based on existing literature. Then, we conduct a preliminary experiment to determine the levels for each parameter. The levels for these three parameters are: $PS$ at three levels: 10, 20 and 30; $Ξ$ at three levels: INGM, SNGM and HNGM; $ω$ at two levels: 0 and 1.

In the (20), $d(v, A)$ is the minimum Euclidean distance between $v$ and the points in $A$, and $|PF^*$] is the number of points in $PF^*$.
The above factors result in a total of $3 \times 3 \times 2 = 18$ different configurations for the INSGAII algorithm.

A total of 60 instances with different scales $(F, n, m)$ are used for investigation. For every instance, the INSGAII with each $(PS, \Xi, \omega)$ is run ten times independently to obtain Pareto archives $E_i$ $(i = 1, 2, ..., 18)$. The rigid non-dominated solutions among $E_1$ to $E_{18}$ consist of the final set $FE$. Then, the contribution of $E_i$ is calculated as $\text{CON}(i) = |E_i|/|FE|$, where $E_i = E_i \cap FE$. After testing all the instances, it calculates the average $\text{CON}$ of each parameter combination as the response variable value (RV). The parameter array and the RV values are listed in Table 3.

From Table 3, it can be seen that when $PS = 30$, $\Xi = \text{INGM}$ and $\omega = 0$, the algorithm gets the best result. Therefore, parameters are set as $PS = 30$, $\Xi = \text{INGM}$ and $\omega = 0$ for the following tests and comparisons.

5.3. Effect of initialization

To demonstrate the effectiveness of the initialization with four heuristics, we compare the INSGAII to the INSGAII with random initialization (denoted as A1). For each scale $(F, n, m)$, the average $C$ metric of ten instances (each instance is run ten times) is summarized in Table 4 and the boxplots of all $C$ metrics are shown in Fig. 14. We use the nonparametric Kruskal–Wallis test with 95% confidence to analyze whether the difference between the INSGAII and A1 is significant or not. The $p$ values are listed in Table 4.

From Table 4, it can be seen that $C(\text{INSGAII, A1})$ is much larger than $C(\text{A1, INSGAII})$ on all the instances, which implies that the most non-dominated solutions obtained by A1 are dominated by those obtained by the INSGAII. In addition, almost all $p$ values are
less than 0.05, which means that the INSGAII is significantly better than A1. Therefore, the initialization with the four proposed heuristics is effective for solving the problem.

5.4. Effect of local intensification

For further verification about C metric, we compare the INSGAII to the existing algorithms without local intensification (denoted as A2). For each scale \((F, n, m)\), the average C metric of ten instances (each instance is run ten times) is summarized in Table 5. The nonparametric Kruskal–Wallis test with 95% confidence level is also tested and all \(p\) values are given in Table 5.

From Table 5, it can be seen that C(INSGAII, A2) is larger than C(A2, INSGAII) in most instances. For most instances, the difference is significant since \(p < 0.05\). Fig. 15 shows that the INSGAII is better than A2 on average. Therefore, local intensification is effective in solving the problem.

5.5. Comparisons to other algorithms

Next, we compare the INSGAII to the existing algorithms for solving the EEDPFSP, including the KCA [4], the CMA [5], MOEA/D [6] and NSGAI [7]. By modifying the optimization objective function, we re-implement the KCA and CMA to suit our problem. In addition, we follow all the original details given in Table 6.

<table>
<thead>
<tr>
<th>(n,m)</th>
<th>C(INSGAII, A2)</th>
<th>C(A2, I)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(20,4)</td>
<td>0.860</td>
<td>0.005</td>
<td>0.000</td>
</tr>
<tr>
<td>(20,8)</td>
<td>0.859</td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td>(20,16)</td>
<td>0.861</td>
<td>0.003</td>
<td>0.000</td>
</tr>
<tr>
<td>(40,4)</td>
<td>0.862</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>(40,8)</td>
<td>0.863</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>(40,16)</td>
<td>0.864</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(80,4)</td>
<td>0.865</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(80,8)</td>
<td>0.866</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(80,16)</td>
<td>0.867</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(100,4)</td>
<td>0.868</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(100,8)</td>
<td>0.869</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(100,16)</td>
<td>0.870</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

From Table 6, it can be seen that C(INSGAII, A2) is larger than C(A2, INSGAII) in most instances. For most instances, the difference is significant since \(p < 0.05\). Fig. 15 shows that the INSGAII is better than A2 on average. Therefore, local intensification is effective in solving the problem.

5.5. Comparisons to other algorithms

Next, we compare the INSGAII to the existing algorithms for solving the EEDPFSP, including the KCA [4], the CMA [5], MOEA/D [6] and NSGAI [7]. By modifying the optimization objective function, we re-implement the KCA and CMA to suit our problem. In addition, we follow all the original details given in Table 6.
The MOEA/D algorithm randomly selects a job and inserts it into the next generation. The generation method is designed so that the solution of the original paper is no longer applicable, and a new generation individual generation method is designed.

For an overall comparison, the average C-metric, N-metric, S-metric, and D-metric in solving all the instances are listed in Tables 6-13 grouped by a different number of tasks. The best value for each (n, m) pair is marked in bold. The boxplots of all the C-metric are shown in Fig. 16. In addition, the non-parametric Kruskal–Wallis test is performed between the INSIGAI and the KCA (CMA, MOEA/D and NSGAII) to show whether the difference is significant or not. The resulting p values are listed in the tables.

First of all, it can be seen that C(INSIGAI, KCA) ≈ 1 and C(KCA, INSIGAI) = 0 almost on all (n, m) pairs, which means the PS is 30 and times of local search is 100; in the MOEA/D, PS = 30, T = 10; in the INSIGAI, PS = 30. All the algorithms use 0.5 × n CPU time as the stopping criterion.

For an overall comparison, the average C-metric, N-metric, S-metric, and D-metric in solving all the instances are listed in Tables 6-13 grouped by a different number of F. The best value for each (n, m) pair is marked in bold. The boxplots of all the C-metric are shown in Fig. 16. In addition, the non-parametric Kruskal–Wallis test is performed between the INSIGAI and the KCA (CMA, MOEA/D and NSGAII) to show whether the difference is significant or not. The resulting p values are listed in the tables.

First of all, it can be seen that C(INSIGAI, KCA) ≈ 1 and C(KCA, INSIGAI) = 0 almost on all (n, m) pairs, which means the PS is 30 and times of local search is 100; in the MOEA/D, PS = 30, T = 10; in the INSIGAI, PS = 30. All the algorithms use 0.5 × n CPU time as the stopping criterion.
that almost all the non-dominated solutions obtained by the KCA are dominated by those obtained by the INSGAII. The results of the comparison between the INSGAII and CMA (MOEAD, NSGAII) are similar. Comparing the INSGAII with the CMA (MOEAD, NSGAII), it can be seen that C(INSGAII, CMA) is larger than C(CMA, INSGAII) on all (n, m) pairs, which means that the non-dominated solutions obtained by INSGAII are better. Since most p values are equal to 0, it means that the INSGAII is significantly better than the KCA, CMA, MOEA/D and NSGAII. Furthermore, it can be seen from the results that the N-metric of the INSGAII is larger than those of the KCA, CMA, MOEA/D and NSGAII on each pair of (n, m), which means that the INSGAII can obtain more non-dominated solutions than the KCA, CMA, MOEA/D and NSGAII.

Furthermore, it can be seen that the S-metric and D-metric of the INSGAII are the smallest on each pair of (n, m), which means that the diversity and convergence qualities of the solutions obtained by the INSGAII are the best.

Finally, we use different CPU time (i.e., 0.25×n, 0.5×n, and 0.75×n s) to run the algorithms. Fig. 17 shows the Pareto fronts obtained by five algorithms when solving one instance with $F = 2, n = 20$, and $m = 8$. Obviously, the Pareto fronts obtained by the INSGAII are always much better in all three cases. Therefore, it can be concluded that INSGAII is more effective than existing algorithms in solving the distributed flowshop scheduling with the criteria to minimize the total flowtime and the total energy consumption.
6. Conclusions

In this paper, an improved NSGAI is proposed to solve the EEDPFSP with the minimization of both the total flowtime and the energy consumption criteria. A large number of numerical experiments are used to test the performance of the algorithm. The experimental results show that the new algorithm has better performance than existing algorithms in terms of solution quality and diversity. In addition, the proposed algorithm can obtain high-quality feasible solutions under different stopping criteria.

Future research work can be to try other optimization objectives, or more objectives. In addition, it is also possible to explore solutions based on decomposition, which is another very good type of algorithm in the field of multi-objective optimization.

Finally, the application of algorithms to real industrial problems is also a very important research direction. Therefore, our future research work also includes adding some restrictions that meet the actual industrial conditions.
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